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Abstract 
The performance of a moisture analyzer (MA) based on cavity ring-down 

spectroscopy (CRDS) was evaluated by direct comparison with the primary 

trace-moisture standard developed at the National Metrology Institute of 

Japan (NMIJ). The limit of detection for trace moisture in nitrogen gas by the 

CRDS-based MA, expressed in amount fraction (mole fraction), was 

estimated to be 1 nmol mol−1 or less. The CRDS-based MA showed 

excellent performance in terms of linearity, accuracy, time response, stability, 

and reproducibility over four years. It was found for a moderate range of 

pressures and temperatures that we can measure trace moisture in nitrogen 

gas with a relative standard uncertainty of approximately 4% down to 

approximately 10 nmol mol−1, even using a simple CRDS-based MA that 

measures only the peak intensity of the absorption line, provided that the MA 

is properly calibrated on the basis of a reliable trace-moisture standard. 
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1. Introduction 
Moisture is an extremely troublesome impurity that is difficult to remove from 

high-purity gases. In the semiconductor industry, residual moisture in process 

gases is considered to adversely affect the yield and product quality of 

semiconductor devices even at trace levels below 1 µmol mol−1 in amount 

fraction (mole fraction) [1]. These facts emphasize the importance of the 

reliable measurement of residual trace moisture in gases. Various measuring 

instruments for detecting trace moisture in gases are available commercially, 

and used widely [2] not only at production sites but also in scientific 

experiments. However, the performance of such instruments in the range 

below 1 µmol mol−1 has hardly been evaluated experimentally in a manner 

traceable to the International System of Units (SI) owing to the fact that there 

was no primary trace-moisture standard until only some years ago. The 

National Metrology Institute of Japan (NMIJ) established the primary trace-

moisture standard in 2007 using a diffusion-tube method [3], [4] and [5], with 

which the performance of some commercially available instruments (two 

chilled hygrometers and five aluminum oxide capacitive sensors) have been 

tested preliminarily [6]. It was found that there are problems with all the 

instruments in terms of accuracy, time response, and stability (measurement 

repeatability) in the range below 100 nmol mol−1, indicating that it is 

important to evaluate the performance of measuring instruments for trace 

moisture on the basis of a primary trace-moisture standard. 

In this study, we quantitatively evaluated the measurement performance of a 

moisture analyzer (MA) based on cavity ring-down spectroscopy (CRDS) [7], 

[8], [9] and [10], by direct comparison with the NMIJ magnetic suspension 

balance/diffusion-tube humidity generator (MSB/DTG) which can generate 

trace moisture in nitrogen gas in the range between 12 nmol mol−1 and 

1400 nmol mol−1. CRDS has recently been developed to detect trace species 

although its measurement principle was reported more than two decades 

ago. In a typical CRDS experiment, an optical cavity consisting of two highly 

reflective mirrors is used as a sample cell. Laser light is injected into the 

sample cell through a mirror on one side of the cell and reflected back and 

forth inside the sample cell by highly reflective mirrors. The light transmitted 

through the mirror on the other side of the cell is monitored using a 

photodetector. When the laser is turned off, the transmitted signal begins to 

decrease by a factor of exp(−t/τ), where t is the time and τ is the ring-down 

time, which is the time constant of the decaying transmitted signal. If there is 

a species in the sample cell that absorbs the laser light, the transmitted 

signal decays more rapidly and the ring-down time becomes smaller owing to 

the absorption. The number density of the species can be determined by 

analyzing the change in the ring-down time. The use of highly reflective 

mirrors makes it possible to achieve an extraordinarily long effective path 

length, on the order of 10 km or more, making CRDS highly sensitive. It is 

expected to be a powerful and effective tool for measuring trace moisture in 

gases below 1 µmol mol−1. In this paper, we present and discuss the results 

of the study in terms of the limit of detection, linearity, accuracy, time 

response, stability, and reproducibility. The pressure and temperature effects 

on measurement are also discussed. 

2. Experimental 
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The apparatus used in this study was essentially the same as that described 
in Ref. [4]. Dry nitrogen (N2) gas was prepared using a purifier (Saes Getters, 

Monotorr PS4-MT3-N-1). The mole fraction of residual moisture in the dry 

gas was estimated to be 1 nmol mol−1 or less. The dry gas was introduced 

into the inlet of the generation chamber and the bypass line using two 

thermal mass flow controllers (Stec, SEC-F440 M), referred to as MFC1 and 

MFC2. The total flow rate was controlled using MFC1 in the range between 

1 L min−1 and 20 L min−1 (the flow rates presented in this paper correspond 

to those measured under the standard conditions of 101.325 kPa and 0 °C). 

A portion of the flow, at a flow rate of 0.1 L min−1, was led to the generation 

chamber using MFC2. The temperature of the chamber was maintained at 

25 °C or 60 °C. Inside the chamber, a diffusion cel l [3] was suspended from 

the measuring load of the MSB (Rubotherm). Water was stored in the 

diffusion cell, and water vapor that evaporated through the diffusion tube was 
diluted with the dry N2 gas flowing from the inlet. Humid gas generated in this 

manner was taken from the outlet of the chamber. The line from the outlet 

was connected to the bypass line, and the humid gas was mixed and diluted 
with the dry N2 gas. This mixed flow was divided into two: one flow was 

introduced into a pressure regulator (PR) to control the pressure inside the 

generation chamber, which was maintained at 155 kPa. The other was led to 
the CRDS-based MA (Tiger Optics, MTO-1000-H2O). The temperature of the 

sample cell of the MA was measured using a platinum resistance 

thermometer mounted immediately underneath the sample cell. Pressure 

inside the sample cell was maintained using a manual pressure regulator 

installed in the MA at P = (135.0 ± 3.1) kPa, (122.1 ± 1.2) kPa, or 

(103.4 ± 1.1) kPa, where the numbers in parentheses represent the 

mean ± 2× standard deviation. The pressure measurement was performed in 

the same manner as that descried in Section 3. 
The mole fraction of water, xw, is given by 

 

 

where N is the amount-of-substance of water vapor evaporated per unit time 
from the diffusion cell, Nb is the amount-of-substance of water vapor 

adsorbed/desorbed per unit time from the inside surfaces of the generation 

chamber and tubes used for the pipework, F is the molar flow rate of the dry 
gas, and xb is the mole fraction of residual moisture in the dry gas. N was 

obtained from the measurement of a mass-loss rate of the diffusion cell using 

the MSB. The MSB is capable of weighing the diffusion cell placed inside the 

generation chamber using an analytical balance placed outside the 

generation chamber by adopting a magnetic suspension system. The MSB 

used in this study is described in detail elsewhere [3]. The mass-loss rate 

was calculated from the mass and time data using least-squares fitting with a 

linear function. The mass data were obtained by measuring the mass of the 

diffusion cell every 12 min using the MSB. The adjustment of the indication of 

the MSB to zero and the calibration of the MSB were performed at each 

mass measurement. Internal weights of the analytical balance in the MSB 

were used for the calibration. These weights were calibrated against external 

weights in advance. The buoyancy effect on the mass data was 

compensated for in the same manner as that described in Ref. [4]. The time 

at each mass measurement was recorded using the internal clock of a 

personal computer synchronized every 60 min to the Network Time Protocol 

(NTP) server at the National Institute of Advanced Industrial Science and 

Technology (AIST). The accuracy of the time interval measured using this 

clock was verified beforehand by simultaneously counting the number of 

pulses generated at a frequency of 10 kHz using a function generator 

(Iwatsu, SG-4115). F was measured using mass flow meters (MFMs) 

(1)

Page 4 of 21ScienceDirect - Sensors and Actuators A: Physical : Performance evaluation of a trace-m...

2/14/2011http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6THG-51H701R-1&_use...



composed of critical flow Venturi nozzles [11], [12] and [13] or MFC1 

calibrated against the MFMs. The external weights, function generator, and 

MFMs were calibrated in advance utilizing the Japan Calibration Service 

System (JCSS) [14], through which the metrological traceability of the 

measurement to the SI was guaranteed. 

3. Measurement and analytical procedure 
The mole fraction xw was varied in the range between 12 nmol mol−1 and 

1400 nmol mol−1 by adjusting the flow rate of the dry gas through the bypass 

line and by maintaining the temperature of the chamber at 25 °C or 60 °C. 
The uncertainty of the standard value of xw is summarized in Table 1. 

Keeping xw constant in the range mentioned above, near-infrared spectra 

were recorded using a built-in function of the MA, which varies the 
temperature of the laser diode of the MA, tLD, to scan the laser frequency. 

Using this function, the ring-down time of the cavity of the MA containing the 
trace moisture, τ, was measured as a function of tLD, as shown in Fig. 1(a). 

For reference, the ring-down time of the cavity containing only the dry gas, τ0, 

was also measured, as shown in Fig. 1(b). In Fig. 1(b), data were fitted using 
least-squares fitting with a cubic function; this cubic function provided τ0 in 

this study. The lack of a discernible peak in Fig. 1(b) indicates that the 

amount of the background moisture is lower than the limit of detection of the 

MA, which is estimated to be 1 nmol mol−1 or less in Section 4.1. 

Table 1. Uncertainty of the trace moisture standard used in the present 

study.a 

aAll entries are given in nmol mol−1 unit (except relative combined 

standard uncertainty). 

 

 

Fig. 1.  

The observed ring-down time for the cavity of the MA containing trace 

moisture (a), and that for the cavity of the MA containing only dry gas (b), 

Standard value 12.00 70.0 150.00 300.0 570.0 

Uncertainty component
• Evaporation rate 0.172 1.004 0.575 1.150 2.185
• Adsorbed/desorbed moisture 0.014 0.084 0.031 0.062 0.119
• Flow rate of dry gas 0.024 0.139 0.297 0.595 1.130
• Residual moisture in zero gas 0.360 0.360 0.360 0.360 0.360
Combined standard uncertainty 0.40 1.1 0.75 1.4 2.5
Relative combined standard uncertainty [%]3.3 1.5 0.50 0.47 0.44
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are presented as functions of the temperature of the laser diode. In (b), 

the best fit curve obtained using the least-squares fitting with a cubic 

function and residuals from the fit are also shown. 

 

The absorption coefficient of water, α, was obtained using 

 

where c is the speed of light in the medium within the cavity and can be 

approximated to be the same as that in vacuum in this study. Fig. 2(a) shows 
α as a function of tLD. Peaks in the figure are attributable to the rotation–

vibration transitions of water, and their center positions expressed in °C were 

obtained using least-squares fitting with Lorentzian functions. Comparing 

these line positions with the corresponding values of wavenumber 

(≡ν/c where ν is the frequency) reported in the HITRAN2008 database [15], 

the temperature scales were converted into the wavenumber scales (in 

cm−1). Thus, the near-infrared spectra of water, that is, α as a function of 

wavenumber, were obtained, as shown in Fig. 2(b). The spectra were fitted 

again using least-squares fitting (line shape fit) with Lorentzian functions in 

the range between approximately 7175 cm−1 and 7188 cm−1 to obtain the 
amplitude a, the center position ν0, and the Lorentz half width bL (half width at 

half maximum, HWHM) to reproduce the spectra using the formula: 

 

 

where a0 represents the baseline offset and the subscript i refers to the ith 

line. In this study, we have focused only on the strongest peak at 

7181.16 cm−1, that is, 202 ← 303 transition of ν1 + ν3 band, as denoted by the 

asterisk in Fig. 2(b). The absorption coefficient of this line obtained from the 

least-squares analysis described above is rewritten here as 
 The pressure inside the sample cell P was 

calculated from bL using 

 
bL=γ(T)P,  

where γ(T) is the broadening 
coefficient (HWHM) of H2O by N2 at a temperature T. The pressure 

broadening due to H2O–H2O collisions can be ignored because, in this study, 

the water concentration is extremely low. γ(T) is expressed as 

 

where γ0 is the coefficient at T0. For the 202 ← 303 line, n = 0.73 [15] and [16] 

and γ0 = 1.118 × 10−6 cm−1/Pa at T0 = 296 K [17] were used to derive P. 

 

 

(2)

(3)

(4)

(5)
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Fig. 2.  

The absorption coefficient of water recorded as a function of the 

temperature of the laser diode (a) is converted to the spectrum with the 

wavenumber scale as shown in (b). The spectra were fitted with 

Lorentzian functions (solid lines) and residuals obtained from the fit are 

plotted. 

 

The line width (HWHM) of the diode laser of the MA ( 3 × 10−5 cm−1) was 

much smaller than that of the absorption line in this study (>0.1 cm−1), thus 

confirming that the effect of the line width of the diode laser on the spectral 

line shape can be ignored in the present study. 

4. Results and discussion 

4.1. Limit of detection 
Fig. 3(a) shows the spectra recorded with xw = 12 nmol mol−1 and 

P = 135 kPa, 122 kPa, and 103 kPa, respectively. The spectra were fitted 

with Lorentzian functions (solid lines), and residuals obtained from the fit are 

plotted in Fig. 3(b). The line profiles obtained from the fit are offset downward 

for visibility. Neither significant systematic deviations nor fringe structures due 

to optical interference were observed in the residuals. The absorption 
coefficient at the peak (the line center) position of the 202 ← 303 transition 

and the standard deviation of the residuals at each of the three pressures are 

approximately 1.2 × 10−8 cm−1 and 3.7 × 10−10 cm−1, respectively. The 

baseline offset a0 in this study was 2.2 × 10−12 cm−1, and its contribution to 

the limit of detection could be ignored. If we adopt 3× standard deviation as 

the limit of detection [18] and [19], it corresponds to xw = 1.1 nmol mol−1. 
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Fig. 3.  

Infrared spectra of water recorded with xw = 12 nmol mol−1 at pressures 

of 135 kPa, 122 kPa, and 103 kPa are shown in (a). Asterisk indicates 

absorption line analyzed in the present study. The spectra were fitted with 

Lorentzian functions (solid lines) and residuals obtained from the fit are 

plotted in (b). 

 
The minimum measurable absorption coefficient αmin can be estimated using 

[10] 

 

where ∆τmin is the minimum detectable change in the cavity ring-down time. 

The numerical values of τ0 and the standard deviation of the residuals 

obtained from the fit of the data shown in Fig. 1(b) are 88.44 µs and 0.08 µs, 
respectively. If we adopt 3× standard deviation as ∆τmin in Eq. (6), αmin is 

estimated to be 1.0 × 10−9 cm−1, which corresponds to xw = 1.0 nmol mol−1 

and is consistent with the limit of detection estimated above. If we adopt 
 standard deviation as ∆τmin [20], [21] and [22], αmin corresponds to 

xw = 0.48 nmol mol−1, which is consistent with xw = 0.44 nmol mol−1 reported 

in Ref. [22], where the same type of a commercially available MA was used. 

4.2. Pressure effect 
Fig. 3(a) also demonstrates that the absorption coefficient at the peak of the 
line α(ν0) does not depend on the pressure inside the sample cell, as pointed 

out by Dudek et al. [23]. This can be explained as follows. α(ν) is related to 
the number density of water, Nw, and the net absorption cross section σ(ν) by 

 
α(ν)=Nwσ(ν).  

When the spectral line shape can be approximated by a Lorentzian function 

because the pressure inside the sample cell P is sufficiently high, the net 

(6)
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absorption cross section at the center position, σ(ν0), is given by [24]
 

 

where S(T) is the line strength at T. The number density, Nw, is given by 

 

where Ng and k represent the number density of total gas and the Boltzmann 

constant, respectively. Using Eqs. (7), (8) and (9), we obtain 

 

which is independent of P. From Eqs. (2) and (10), xw is given by 

 

 

which is also independent of P. Eq. (11) indicates that xw can be determined 

directly from the measurement of τ(ν0), τ0(ν0), and T without using an 

analytical curve (calibration curve), if the line shape can be approximated by 

a Lorentzian function and γ(T) and S(T) are known. 

However, Eq. (11) is not applicable when P is low because the line shape 

deviates from the Lorentzian function. In order to estimate the pressure effect 
on the measurement of xw in the low-P region, we assume here that the line 

shape can be expressed using a Voigt function in the low-P region. σ(ν0) is 

given by [24] 

 

 

where 

 

 

 

 

and bD is the Doppler half-width (HWHM). The numerical value of bD can be 

calculated using 

 

 

where M is the molecular mass of the absorbing gas (18.02 g mol−1 for H2O). 
Using Eqs. (2), (7) and (9), and (12), (13) and (14), xw is given by 

 

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)
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which depends on P in contrast to Eq. (11), indicating the necessity of 
measuring P to determine xw. The ratio of xw calculated using Eq. (11) to that 

calculated using Eq. (16) is thus given by 

 

 

The function K(A) can be calculated using [24] 

 

K(A)=exp(A2)erfc

(A),  

where erfc(A) is the complementary error function. The ratio calculated using 

Eqs. (13), (14), (15) and (17), and (18) in the range down to 30 kPa is shown 

in Fig. 4 as indicated by the solid line. Open circles in the figure denote the 

values calculated from experimental data, where error bars represent the 

expanded uncertainty with a coverage factor of 2 (≈ 95% level of confidence). 
The figure indicates that xw is underestimated if Eq. (11) is used to determine 

xw in the low-P region. 

 

 

  

 

Fig. 4.  

The ratio of xw calculated on the basis of the Lorentzian function to that 

calculated on the basis of the Voigt function is shown as a function of the 

pressure inside the sample cell (solid line). Open circles denote the 

values calculated from experimental data, where error bars represent the 

expanded uncertainty with a coverage factor of 2 (≈95% level of 

confidence). 

 

It should be noted that line shape functions other than the Voigt function are 

proposed to more accurately reproduce the line shape of this absorption line 

(17)

(18)
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at pressures below 30 kPa [17], and those line shape functions are required 

to accurately analyze the data at lower pressures. 

4.3. Temperature effect 
Eq. (11) also indicates that the measurement can be affected by 
temperature. S(T) is related to the strength S0 at a reference temperature T0 

by [25] 

 

 

where h is the Planck constant and E0 is the energy of the lower level of the 

transition (136.76 cm−1 for this transition [15] and [16]). The numerical value 
of S0 at T0 = 296 K for this transition was reported to be 

1.5048 × 10−20 cm molecule−1 [17]. The value of ∂xw/∂T is calculated, using 

Eqs. (5) and (11), and (19), to be positive for T > 112 K. This implies that, in 

measurement near room temperature, the underestimation of T leads to the 
underestimation of xw, which was observed in a previous study [4]. The 

calculation of (∂xw/∂T)/xw in the case of τ = 80.00 µs and τ0 = 88.44 µs 

predicted that the relative standard uncertainty in the measurement of xw due 

to the temperature effect would become 0.37% at approximately 296 K if the 

standard uncertainty of T in Eq. (11) is 1 K. 

4.4. Linearity 
Fig. 5(a) shows α(ν0) as a function of xw in the range between 12 nmol mol−1 

and 1400 nmol mol−1 measured at approximately 135 kPa, 122 kPa, and 
103 kPa. The peak intensity α(ν0) was simply taken from the largest value of 

α(ν) in the spectral range between 7175 cm−1 and 7188 cm−1 (the value 

obtained from the least-squares analysis was not used). Each set of data 

was analyzed by weighted least-squares fitting with a linear function, where 

the reciprocal of the squared uncertainty of the peak intensity, 1/u2(α), was 

used for the weight. u(α) was estimated from the standard deviation of the 

residuals near the peak obtained from the least-squares fitting described in 

Section 3. The result of the fitting shows that the slopes of the lines are 

nearly independent of P, as expected from Eq. (10), the difference in slopes 

being less than 2.3%. The integrated line intensities for the strongest 
absorption line,  were obtained by least-squares fitting 

using Eq. (3).  is shown as a function of xw for the three measured 

pressures in Fig. 5(b). Each set of data was also analyzed by weighted least-

squares fitting with a linear function, where the reciprocal of the squared 

uncertainty of the integrated line intensity, 1/u2( ), was used for the weight. 
The uncertainty obtained from the line shape fit described in Section 3 was 
used for u( ). The slopes depend on P, in contrast to the case of α(ν0). 

 

 

(19)
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Fig. 5.  

The effects of the gas pressure on the absorption intensity observed at 

P = 135 kPa, 122 kPa, and 103 kPa are shown: (a) peak intensity and (b) 

integrated line intensity. The data were fitted using least-squares analysis 

with linear functions (solid lines). The residuals obtained from the 

analysis are also shown in the top. 

 
The values of the reduced (normalized) chi-square, , obtained from the fits 

with linear functions for five degrees of freedom are summarized in Table 2. 

In the case of the peak intensity, the values are close to 1, indicating that the 

observed data can be explained by the linear functions. In contrast, in the 

case of the integrated line intensity, the values are much larger than 1. This is 
probably attributable to the underestimation of u( ). The uncertainty 
obtained from the line shape fit does not include the uncertainty due to the 
error in the cubic function that providesτ0, the insufficient knowledge of the 

line shape, and the fluctuation of the laser frequency at each measurement 
point. Careful analysis of these effects on u( ) is important for accurately 
evaluating the uncertainty of the line strength u(S0). This is, however, of no 

immediate relevance to the main subject of the present study, and we do not 

further discuss this issue in this paper. 

Table 2. The  obtained from the fit. 

 

The CRDS-based MA used in this study is designed to measure only the 
peak intensity of the absorption line to determine xw, which has been proved 

by the present study to be a simple and effective way of maintaining good 

linearity. 

4.5. Accuracy 
The accuracy in the measurement of trace moisture using the CRDS-based 

MA depends on the validity of Eq. (11) and measurement performance of the 

MA. In order to check the validity and measurement performance, it may be 

useful to calculate the line strength using Eqs. (5) and (11) with the data 

obtained in this study, and compare it with that reported in the literature. The 

P/kPa 135 122 103 

Peak intensity 0.31 2.03 0.70
Integrated line intensity24.96 63.51 7.02
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line strengths S0 at T0 = 296 K calculated using Eqs. (5) and (11), and (19) 

are shown as filled circles in Fig. 6. The mean and standard deviation are 

1.547 × 10−20 cm molecule−1 and 3.5 × 10−22 cm molecule−1, respectively. 

The mean differs by 2.7% from 1.5048 × 10−20 cm molecule−1 reported 

recently by Lisak et al. [17], also shown as the solid line in Fig. 6. In Ref. [17], 

the experiments were performed using a primary humidity standard at the 

National Institute of Standards and Technology (NIST). In addition, Lisak et 

al. adopted frequency-stabilized cavity ring-down spectroscopy [26] and [27], 

which enabled them to obtain the high-quality spectra used for the analysis of 

line strength. Moreover, in their analysis, line profiles more sophisticated than 

the Lorentzian function were used, and thus they succeeded in obtaining the 

line strength with a relative standard uncertainty of 0.41%. It is interesting to 

note that the difference was only 2.7%, as already stated above, although the 

system used for recording the spectra and the method for analyzing data in 

this study were much simpler than those described in Ref. [17]. Furthermore, 
with two exceptions in the low-xw region, where the uncertainty of the 

measurement is expected to be large, all the values are positively biased 

against the value reported in Ref. [17], as shown in Fig. 6, implying that this 

bias can be compensated for simply by calibrating the MA. After the 

calibration, the uncertainty of the indication of the MA will be given by 

combining the uncertainty derived from the standard used for the calibration 

and that derived from the characteristics of the MA. The former was less than 

or equal to 3.3%, as shown in Table 1, and the latter may be estimated from 

the relative standard deviation of the indication of the MA that was 

approximately less than 2.5%. Therefore, the relative combined uncertainty 

of the MA after calibration can be estimated to be less than 4.2%. 

 

 

  

 

Fig. 6.  

The line strengths calculated from the present data are plotted as a 
function of xw. Filled circles and open circles denote the line strengths 

obtained from the peak intensity and the integrated line intensity, 

respectively. The solid line is the line strength reported by Lisak et al. 

[17]. 

 
Line strength can also be calculated from  using 
 

The values obtained using Eq. (20) are recalculated using Eq. (19) to obtain 

(20)
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S0 at T0 = 296 K, which are also shown as open circles in Fig. 6 for 

comparison. The mean and standard deviation are 

1.529 × 10−20 cm molecule−1 and 2.6 × 10−22 cm molecule−1, respectively. 

The mean differs by 1.6% from the value reported in Ref. [17]. 

4.6. Time response 
Fig. 7 shows the time response of the indication of the MA based on the Eq. 

(11) to the changes of xw in the range between 12 nmol mol−1 and 

93 nmol mol−1, where the black and gray solid lines represent the standard 

value and the indication of the MA, respectively. The difference between the 

two values was discussed in Ref. [4] in terms of the uncertainty of line 

strength and the temperature effect. The changes were achieved by varying 

the flow rate of the dry gas. As can be seen in the figure, the response is 

quite fast. This fast response of the MA should be emphasized because time 

response is a crucial factor for the performance of trace-moisture analyzers; 

it has recently been found that some commercially available and 

conventionally used instruments (chilled mirror hygrometers and aluminum 

oxide capacitive sensors) show extremely slow or almost no response to the 

change in the trace-moisture concentration of approximately 100 nmol mol−1 

or less in a time scale of 5 h [6], although the measurement ranges specified 

in their catalogs include that region. 

 

 

  

 

Fig. 7.  

The time response of the indication of the CRDS-based MA to the 

changes in xw in the range between 12 nmol mol−1 and 93 nmol mol−1 is 

shown. The black and gray solid lines represent the standard value and 

indication of the MA, respectively. 

 

In CRDS, the time needed for a single measurement of ring-down time is 

very short, which is typically less than a few hundreds of microseconds. 

Therefore, the time response of a CRDS-based MA is considered to be 

mainly governed by the time needed for the displacement of the trace-

moisture gas in the sample cell. This depends on the flow rate of the gas, the 
region of xw measured, the size, structure, and materials of the cell, and how 

the inner surface of the cell is polished. In the experiment shown in Fig. 7, the 

flow rate of the gas passing through the sample cell of the MA was 

1.0 L min−1. The sample cell is mainly made of electropolished 316L 

stainless steel with a diameter and a length of approximately 3 cm and 

50 cm, respectively. In Fig. 7, the 90% upward and downward response 
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times between 12 nmol mol−1 and 93 nmol mol−1 were estimated to be less 

than 8 min. 

4.7. Stability and reproducibility 
Fig. 8 shows the time development of the indication recorded for more than 

20 h, where the black and gray solid lines represent the standard value and 

the indication of the MA, respectively. In this experiment, the standard value 

was maintained at 12.5 nmol mol−1. The mean and standard deviation of the 

indication were 12.8 nmol mol−1 and 0.3 nmol mol−1, respectively. The 

standard deviation represents the combined uncertainty of the stability 

(measurement repeatability) of the indication of the MA and the fluctuation of 

the trace moisture. Eq. (11) indicates that the stability of the indication 
depends on how precisely τ(ν0) can be measured if the temperature effect is 

ignorable. This is mainly attributable to the following two factors. One is how 

precisely the frequency of the laser can be controlled to the center position 
ν0. Frequency control is achieved by maintaining the temperature of the laser 

diode and current. The control method is not particularly precise, and it is 
possible that small detuning from ν0 occurs. However, the effect of the 

detuning on the measurement of τ(ν0) is expected to be small because the 

absorption line has a relatively broad feature owing to the high pressure 

inside the sample cell in this study. The other is the uncertainty of measuring 
τ(ν0). In the low-xw region where τ(ν0) does not differ greatly from τ0(ν0), this 

uncertainty can be approximated by the uncertainty of τ0(ν0), which was 

0.08 µs in this study. This value corresponds to 0.3 nmol mol−1 at 

xw = 12.8 nmol mol−1, which is comparable to the standard deviation 

mentioned above. Therefore, the stability observed in Fig. 8 is considered to 

be limited by this uncertainty. This also means that the uncertainty due to the 

fluctuation of trace moisture, produced by adsorbed/desorbed moisture and 

instability in the evaporation, is less than 0.3 nmol mol−1 at 

xw = 12.8 nmol mol−1. This is consistent with the uncertainty analysis of the 
standard value shown in Table 1. In the high-xw region, as the absorption 

becomes strong, the transmitted signal becomes weak. This reduces the 
signal-to-noise ratio of the τ(ν0) measurement and begins to increase the 

uncertainty. The uncertainty depends on the region of xw measured and the 

absorption line used to determine xw in Eq. (11). It is large when a strong 

absorption line is used in the high-xw region. Fig. 9 shows the standard 

deviations of the indications of the MA obtained experimentally, where the 

black and gray solid lines represent the standard deviations in the cases that 

the 202 ← 303 transition (S0 = 1.5048 × 10−20 cm molecule−1) and the 

212 ← 313 transition (S0 = 3.772 × 10−21 cm molecule−1 [17]) of ν1 + ν3 
band, respectively, were used to determine xw. The figure clearly shows that 

a suitable choice of the absorption line is necessary to reduce the 

uncertainty. 
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Fig. 8.  

The time development of the indication of the MA recorded for more than 

20 h is shown, where the black and gray solid lines represent the 

standard value and indication of the MA, respectively. The standard value 

was maintained at 12.5 nmol mol−1. 

 

  

 

Fig. 9.  

The standard deviations of the indications of the MA obtained 

experimentally are shown. The black line and represents the standard 
deviations in the cases that the 202 ← 303 transition 

(S0 = 1.5048 × 10−20 cm molecule−1) of ν1 + ν3 band is used to 
determine xw, whereas the gray line represents those for the 212 ← 313 

transition (S0 = 3.772 × 10−21 cm molecule−1). 

 

Fig. 10 shows the relative differences between the indications and standard 

values, where the closed triangles, open circles, and open squares denote 

those observed in 2006 [4], 2009, and 2010, respectively. The relative 

difference is defined here by [(standard value-indication)/standard 

value] × 100. The changes in the relative differences in the four years in the 

range smaller than 20 nmol mol−1 and larger than 50 nmol mol−1 are within 

4.2% and 1.7%, respectively, demonstrating excellent measurement 

reproducibility of the CRDS-based MA. The comparatively large changes in 
the low-xw region can be explained by 2× relative combined standard 
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uncertainty of the indications and standard values (≈95% level of 
confidence), which increases with decreasing xw. Eq. (11) indicates that the 

measurement reproducibility depends on how accurately 1/τ(ν0) − 1/τ0(ν0) 

can always be determined if the temperature effect can be ignored. This is 

mainly attributable to the following two factors: one is how accurately the 
frequency of the laser can always be controlled to ν0. For a short-term 

duration, the frequency of a laser can be fixed to ν0 by maintaining 

temperature and current at appropriate values, as explained above. 

However, in a long-term duration, it changes slightly with time even if the 

temperature and current are maintained at those values. This can be 

considered as the effect of time on the characteristics of the laser diode. 
Because of this effect, the frequency of the laser deviates gradually from ν0 

as time passes, leading to the underestimation of xw. We found for the MA 

used in this study that this effect caused the underestimation to be 14% and 

46% for 7 months and 15 months, respectively. A built-in function that 

compensates for this effect was introduced in the MA. This function 

periodically scans the frequency of the laser by varying current to find the 

peak position, and then adjusts current so that the frequency of the laser is 
controlled to ν0. This function is indispensable for achieving measurement 

reproducibility for a long-term duration. The other factor is responsible for the 
reproducibility of τ0(ν0), which is given by 

 

where l and R(ν0) are the length of the cavity and the reflectivity of the mirror 

at ν0, respectively. The ring-down time τ0(ν0) depends on R(ν0) which may 

change with time owing to, for instance, surface contamination. In this study, 
we recorded τ0(ν0) for six months to evaluate this effect, and observed no 

significant change in τ0(ν0). The standard deviation of τ0(ν0) over the six 

month was 0.12 µs, corresponding to 0.4 nmol mol−1 at xw = 12 nmol mol−1. 
This good reproducibility of τ0(ν0) is probably attributable to the fact that the 

sample gas used in the experiments was high-purity nitrogen including trace 

moisture less than 2 µmol mol−1, and that the mirrors were not contaminated 

because they were placed in the sample cell filled with the high-purity 
nitrogen. It should be noted that even if R(ν0) changed for some reason, its 

effect on the measurement of xw can be compensated for by measuring τ0
(ν0) again and setting it to a new τ0(ν0) in Eq. (11), although the limit of 

detection may be lowered. 

 

 

  

 

Fig. 10.  

The differences between the indications and the standard values are 

(21)
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shown as relative values, where the closed triangles, open circles, and 

open squares denote the relative differences observed in 2006 [4], 2009, 

and 2010, respectively. Relative difference is defined by [(standard value-

indication)/standard value] × 100. 

 

5. Conclusions 
In this study, we have evaluated the measurement performance of a CRDS-

based MA by direct comparison with the NMIJ trace-moisture standard. The 

limit of detection of the MA used in this study was demonstrated to be 

approximately 1 nmol mol−1 or less. The MA showed excellent performance 

in terms of linearity, time response, stability, and reproducibility even in the 

region below 1 µmol mol−1 where it is not straightforward to measure trace 

moisture using conventional instruments such as chilled mirror hygrometers 
and aluminum oxide capacitive sensors. The MA can measure xw without 

using an analytical curve in contrast to other instruments such as an 

atmospheric pressure ionization mass spectrometer (APIMS). Furthermore, it 

should be emphasized that the CRDS-based MA does not suffer from the 

atmospheric moisture outside the sample cell because it measures the time 

of ring-down that occurs inside the sample cell. This is a distinct advantage of 

the use of the CRDS-based MA over other spectroscopic methods such as 

tunable diode laser absorption spectroscopy (TDLAS) and Fourier transform 

infrared (FTIR) spectroscopy, especially for measurements in the trace-

moisture region where stray moisture from the atmosphere can be a major 

source of measurement uncertainty. Moreover, in CRDS, the principle of 

measurement is on the basis of clear physics, and therefore, the pressure 

and temperature effects on measurement results can be understood 

theoretically and quantitatively, as shown in this study. These facts suggest 

that CRDS is the most reliable method, thus far, for measuring trace moisture 

in nitrogen gas. Note that the CRDS-based MA can measure trace moisture 

in gases other than nitrogen as long as the γ(T) between the gases and water 

is known unless the absorption or scattering of the gases lies in the same 

frequency region as the absorption line of water. It is desirable to evaluate the 

performance of the CRDS-based MA in other gases by direct comparison 

with a primary trace-moisture standard. The result of this study also shows 

that measurement accuracy can be maintained within a relative standard 

uncertainty of approximately 4% down to approximately 10 nmol mol−1 even 

using a simple CRDS-based MA that measures only the peak value of the 
absorption line, namely, α(ν0), provided that the MA is properly calibrated on 

the basis of a reliable trace-moisture standard. 
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